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Abstract:-
Because of their flexibility, recently, much attention has been given to the study of generalized distributions. A complete 
study of the transmuted Kumaraswamy Logistic distribution is proposed, introducing some basic properties of this 
distribution, such as quantile function, characteristic function and entropy are derived, as well as the derivation of 
maximum likelihood estimates of the parameters and the information matrix, Real life data is used as an application to 
this distribution with a comparison with other distributions to illustrate the flexibility and ability to model lifetime data.   
Also, a simulation study is conducted to demonstrate the effect of the sample on the estimates of the parameters. 
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1. INTRODUCTION  
Let G be any valid cumulative distribution function defined on the real line. Many approaches for generating new 
distributions based on G  can be put in the form  

F(x) =H(G(x)), (1)
where H :[0,1]®[0,1] and F is a valid cumulative distribution function. So, for every G, one can use (1) to generate a new 
distribution. The first approach of the form (1) in recent years was the exponentiated G distributions due to Mudhokar 
and Srivastava (1993), Gupta and Kundu (2001), Nassar and Eissa (2003, 2004) and others. The second approach was 
beta-G distributions due to Eugene et al. (2002), Jones (2004), Nadarajah and Kotz (2004, 2005), Cordeiro and Lemonte 
(2011), Cordeiro et al. (2012) , Nassar and Nada (2011, 2012 a& b), Nassar and Elmasry (2012) and Mahmoud et al. 
(20i5), followed by Gamma-G distributions due to Zografos and Balakrishnan (2009).  Jones (2009), Cordeiro et al. 
(2010), Cordeiro and de Castro (2011), Elbatal and Elgarhy (2013), Nassar (2016) and others introduced Kumaraswamy 
– G distributions important in survival analysis and marketing research. 
Transmutation has been receiving increased attention over the last few years, and several transmuted distributions have 
been investigated such as Shaw and Buckley (2009), Aryal and Tsokos (2009, 2011), Merovci (2013 a& b), Merovci and 
Puka (2014) and Merovci et al. (2016). 
In this paper we introduce a generalization of the Logistic distribution via Kumaraswamy distribution and the Quadratic 
Rank Transmutation Map, called Transmuted Kumaraswamy Logistic Distribution (TKL). This generalization is flexible 
enough to model different types of lifetime data important in many areas of research. 

Proposing a new model, the so-called Transmuted Kumaraswamy Logistic (TKL) distribution, the article is 
outlined as follows. In Section 2 we introduce the TKL distribution and provide plots of density function and cumulative 
distribution function, along with the hazard and survival function. Section 3 introduces some properties of the TKL 
distribution as well as a complete discussion in deducing an explicit form for the Quantile function and characteristic 
function followed by the deduction of Renyi and Shannon entropies. In Section 4 we derive the maximum likelihood 
estimators of the unknown parameters and the Fisher information matrix . We present, in Section 5,  a simulation study , 
followed by an application to real data to illustrate the importance of the TKL distribution, in Section 6.

2. The Transmuted Kumaraswamy Logistic (TKL) Distribution 
The Kumaraswamy’s distribution on the interval (0 , 1) defined by Kumaraswamy (1980)  having the probability density 
function (pdf) and the cdf with two shape parameters � >
0 ��� � > 0 defined by  
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Plots of the pdf and cdf of the TKL for different values of the parameters are given in Figures (1) and (2). 

Figure ( 1). The pdf of the TKL distribution for different values of the parameters.

The survival (reliability) function of the TKL, is defined as  

Figure (2). The cdf of the TKL distribution for different values of the parameters.

Now, the hazard rate function of the TKL is given by 

Figure (3) illustrates the shape of the hazard rate function for different values of the parameters.  
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Figure (3). The hazard rate of the TKL distribution for selected values of the parameters.

Section 2 introduces some properties of the ��(�, �, �, �) as studied in the literature as well as a complete discussion in 
deducing an explicit form for the Quantile function and characteristic function followed by the deduction of Renyi and 
Shannon entropies. Section 3 we discuss maximum likelihood estimation and determined observed information matrix 
and expected fisher information matrix. Section 4 we present a simulation study. We conclude, in Section 5, and an 
application to real data.

3. Properties of the TKL distribution 
3.1 Quantile Function 
Theorem 1: 
Let X be a random variable following ��(�, �, �, �) distribution and let  uÎ (0,1) . A value of x such that F(x)=u is called 
a quantile of order u for the distribution. A quantile of order u is at the following approximate value 

Proof: 
Since (�) is continuous and strictly increasing, then the quantile function � = �−1(�), � ∈ (0,1) can be straightforward 
computed by inverting (6) to obtain  
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Therefore, an approximate quantile function of order u of the TKL distribution is given by 
(10). In particular, the median of the TKL distribution is given by 

The random sample can also be easily generated from (7) by taking U as a uniform random variable in (0, 1). 

3.2 Characteristic Function 
In this subsection, we derive the characteristic function of TKL distribution.  
The characteristic function (cf) of the TKL (a, b, λ, t) distribution can be deduced to yield Φ(Θ)��� = ��(1 − �)�(1) + 2 t 

From equation (12) we can deduce the first and second moments as follows 

3.3 Renyi and Shannon entropies 
The notion of entropy is of fundamental importance in different areas such as physics, probability and statistics, 
communication theory, and economics. Since the entropy of a random variable is a measure of variation of the uncertainty, 
the Renyi entropy can be deduced to yield 

A special case, defined in Shannon’s [1948] pioneering work on the mathematical theory of communication, given by 
Shannon entropy - a major tool in information theory and in almost every branch of science and engineering is 

4. Maximum likelihood estimation
Here, we consider the maximum likelihood estimators (MLE) of the TKL (a, b, λ,  t) distribution given in (7). Let X (X1

, X2 ,..., Xn ) be a random sample of size n from this distribution. The log-likelihood function can be written as follows
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Differentiating with respect to a, b, λ and t we obtain the following equations 

For interval estimation and hypothesis tests on the model parameters, we require the information matrix. The Fisher 
information matrix� = (�), � = (�, �, �, �)�,  is  

 Volume-3 | Issue-2 | July, 2017 17



 Volume-3 | Issue-2 | July, 2017 18



 Volume-3 | Issue-2 | July, 2017 19



 Volume-3 | Issue-2 | July, 2017 20



 Volume-3 | Issue-2 | July, 2017 21



The MLE θ̂ = (�̂��, � ̂��, �̂��, � ̂��) of is determined from the solution of the nonlinear system of equations given earlier. 
Under conditions that are fulfilled for the parameter in the interior of the parameter space but not on the boundary, the 

asymptotic distribution of [ �̂is �4(0, �−1(�, �, �, 
�)�). The asymptotic normal 4 (0, �−1(��̂�, �̂��, �̂��, �̂��)�) distribution of  θ̂ = (� ̂��, �̂��, � ̂��, ��̂�)� can be used to construct 
confidence regions for some parameters and for the hazard and survival functions. In fact, a100(1 )% asymptotic 
confidence interval (ACI) for each parameter is given by 

���� , ��̂� ),

���� , �̂�� ),

���� , �̂�� ),

���� ̂ , � ̂��

where Kii denotes the ith diagonal element of �−1 (��̂�, �̂��, ��̂�, � ̂��)� for I = 1, 2 ,3,4 and 
z /2 is the 1 /2 of the standard normal distribution. 

5. Simulation Study 
We conducted Mont Carlo simulation studies to assess the finite sample behavior of the TKL ( , �, �, �). All results we 
obtained from 1000 Mont Carlo replication simulations. The TKL random number generation was performed using the 
inversion method. In each replication, random sample of size n is drawn from the TKL( �, �, �, �) distribution and the 
maximum likelihood estimates (MLEs) of the parameters were obtained. The mean, variance, bias and mean squared error 
(MSE) for each parameter was computed under different sample size n=25, 50, 75, 100, and 200. 
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Table (1): Mean estimates, bias, variance and mean square errors of the 
(MLEs) when a=3, b=2, λ=5, t=0.8. 

N parameter Mean Variance Bias MSE 

25 a b 
λ  t

2.8578 
0.766405 
14.01822 
0.749882 

1.852897 
0.373454 
5.957317 
0.090219 

1.4168 
-0.75256 
4.82880 
-0.14344 

3.86 
.9398 
29.274 
0.111 

50 a b 
λ  t

4.27097 
2.26156 
7.36970 
0.82383 

1.805647005 
5.677321255 
8.083446715 
0.005201342 

1.270972857 
0.261563429 
2.369701429 
0.023831143 

3.421019008 
5.745736682 
13.69893158 
0.005769266 

75 a b 
λ  t

3.61447 
1.028334 
10.72872 
0.540939 

0.902256264 
0.526750166 
15.72706698 
0.091674244 

0.61447 
-0.9716659 
5.72872 -
0.2590609 

1.279829645 
1.470884703 
48.54529982 
0.158786771 

100 A b 
λ  t

4.47547 
2.047784 
7.211599 
0.772704 

0.90896 
1.8670 
7.1216 
0.11102 

1.47547 
0.04778 
2.211598 
-0.0277296 

3.085116157 
1.869306586 
12.01279725 
0.111765887 

200 A b 
λ  t

3.747577 
1.088347 
8.994353 
0.721761 

0.18687 
0.036533 
2.831325 
0.16657 

0.74757 
-0.911652 
3.94435 
-0.078238 

0.745750511 
0.867643584 
18.78618042 
0.172700389 

We note that the variance and the MSE of the parameters a, b, λ and t decrease as the sample size increases. The mean 
estimates of the parameters tend to be closer to the true parameter values. It is observed that for all values of n, the variance 
and MSE of the estimator of t are small as expected. 

6. Numerical example 
In this section, we study the transmuted Kumaraswamy logistic distributions and provide detailed mathematical treatment 
for this distribution. As an application, consider short- and long-term outcomes of constraint-induced movement therapy 
after stroke investigated in a randomized controlled feasibility trial by Dahl et al. (2008). The 30 patients were assessed 
at baseline, post treatment, and a 6-month follow-up using the Wolf Motor Function Test as primary outcome measure. 
The test consists of 17 tasks with 2 strength and 15 timed tasks which vary from gross shoulder movements to complex 
finger grips. The measurement was done by the analysis of videotapes. The 30 observations were 0.5, 1.0, 1.0, 1.5, 1.0, 
1.5, 2.0, 1.0, 0.5, 1.0, 0.5, 1.0, 1.0, 1.5, 1.0, 0.5, 1.0, 1.5, 1.0, 1.0, 0.5, 1.0, 1.0, 1.5, 1.5, 1.0, 1.0, 0.5, 1.0, and 1.0, measured 
in seconds.  
The maximum likelihood method is applied to estimate the parameters of the three models Logistic (L), Kumaraswamy 
Logistic (KL) and Transmuted Kumaraswamy Logistic (TKL) distribution. The resulting estimates with the negative of 
the likelihood function ( −ℓ ). 

Table (2). The maximum likelihood estimated and Log- likelihood function for the data set. 

Model maximum likelihood estimates −ℓ

L � ̂ = 1.8222 50.360 

KL � ̂ = 8.40943
� ̂ = 2.47759
� ̂ = 2.04935

41.994 

TKL � ̂ = 12.779
� ̂ = 2.78024
� ̂ = 2.00713
� ̂ = 0.116139

34.538 

The variance covariance matrix (�)−1 of the MLEs under the TKL distribution for the data set is computed as 
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Thus ��� (� ̂ ) = 0.2555, ��� (�̂) = 2.744, ���(�)̂ = 0.0382,���(� ̂ ) = 0.0691. There for, 95% confidence interval for a. b, 
λ and  t are [ 11.788, 13.769 ], [ -0.467, 6.027 ], [1.624, 2.390 ],  [ -0.504, 0.631], respectively. 

Table (3): Criteria comparison for data set 

Model  −ℓ AIC AICC BIC 

L 50.360 102.72 102.863 102.197 

KL 41.994 89.988 90.911 88.419 

TKL 34.538 42.538 44.138 74.984 

In order to compare the three distributions, we consider criteria like AIC (Akaike information criterion), AICC (corrected 
Akaike information criterion) and BIC the Bayesian information criterion, for the data set given by Dahl et al. (2008). As 
shown in table (1.3) the better distribution corresponds to smaller −ℓ, AIC, AICC and BIC values where 

Here k is the number of parameters and n is the number of observations. The values of the parameters’ estimates are used 
to plot the pdf for the three distributions L, KL and TKL in Fig.(4)  

Figure (4). Estimated densities of the models for data set.

7. Concluding Remarks 
In this paper, we proposed a new distribution, named the transmuted Kumaraswamy Logistic distribution which extends 
the Kumaraswamy Logistic distribution. Several properties of the new distribution were investigated, including moments, 
median, Rényi and Shannon entropy. The model parameters are estimated by maximum likelihood and the information 
matrix is derived. An application of the transmuted Kumaraswamy Logistic distribution (TKL) to real data  is considered. 
The results of our study indicate that the TKL distribution has the lowest AIC, AICC and BIC statistics among all the 
sub-models. From the plots of the fitted densities and histogram, Cleary, the TKL distribution provides a closer fit to the 
histogram than the other Logistic and Kumaraswamy Logistic model. Therefore, the new TKL model can be used quite 
effectively in analyzing data. Also, we note that the Monte Carlo simulation indicate that the performance of the maximum 
likelihood estimation are quite satisfactory. Finally, the application to the real data sets shows that the fit of the new model 
is superior to the fits of its main sub- models. We hope that the proposed model can be used effectively to as a competitive 
model to fit real data.  
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